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Exercise 3: Basics of Probabilistic Reasoning

Exercise 3.1: Probabilistic Graphical Models
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Figure 1: Probabilistic graphical models a(left) and b(right)

a) Consider a malfunctioning coffee-serving robot that you have to repair. From your expe-
rience you can state the following: a loose cable is a possible cause for loss of commands
over the bus that controls the robot’s arm and is also an explanation for high CPU load
of the robot’s built-in embedded computer (because, for example, a certain task throws
an exception and restarts constantly). In turn, either of these could cause the arm to
malfunction and spill coffee. An increased temperature of the robot’s PC can also be
explained by a high CPU load.
Represent these causal links in a probabilistic graphical model. Let a stand for Loose-
Cable, b for Loss-of-Commands, c for High-CPU-Load, d for Spilled-Coffee, and
e for Increased-PC-Temperature.

b) From the given directed graphs a and b shown in Figure 1, find the corresponding dis-
tribution. Remember that:

p(x) =
K∏
k=1

p(xk|pak) (1)

Exercise 3.2: Markov Chains

1



x1 x2 x3 x4 x51 −→ . . .

x1 x2 x3 x4 x52 −→ . . .

x1 x2 x3 x4 x53 −→ . . .

x1 x2 x3 x4 x54 −→ . . .

Figure 2: Markov Chains

a) Find the order of all Markov Chains shown in Figure 2

Exercise 3.3: State-space models Consider the model in Fig. 3 which represents a Markov
decision process showing evolution of states, actions and rewards; derive the full joint distribu-
tion of the variables of the model i.e. p(s1, . . . , sk, a1, . . . , ak, r1, . . . , rk) assuming the following
distributions are given p(si|si−1, ai−1), p(ai|si) and p(ri|si, ai).
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Figure 3: Markov Decision Process model

Exercise 3.4: Joint Distribution Assume x = {x1, x2, ..., xK} are discrete random variables.
By marginalizing out the variables in order, show that the representation

p(x) =

K∏
k=1

p(xk|pak) (2)

for the joint distribution of a direct graph is correctly normalized, i.e.∑
x1

∑
x2

· · ·
∑
xK

p(x) = 1,

provided that all conditional distributions p(xk|pak) are correctly normalized. For example,
for the K-th node ∑

xK

p(xK |paK) = 1

2


