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Abstract — Building maps of the explored environment during a
rescue application is important in order to locate the information
acquired through robot sensors. A lot of work has been done on
mapping 2D large environments, while the creation of 3D maps is
still limited to simple and small environments, due to the costs of
3D sensors and of high computational requirements. In this paper we
analyze the problem of building multi-level planar maps. These maps
are useful when mapping large indoor environments (e.g., a multi-
floor building) and can be effectively created by integrating robustness
and efficiency of state-of-the-art 2D SLLAM techniques using 2D laser
range finder data, with the use of a precise IMU sensor and effective
visual odometry techniques based on stereo vision for measuring
plane displacements. The main advantages of the proposed solution,
with respect to other kinds of 3D maps, are the low-cost of the
sensors mounted on the robots and the possibility of exploiting results
from 2D SLLAM for exploring very large environments. Preliminary
experimental results show the effectiveness of the proposed approach.
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I. INTRODUCTION

Building 3D models is important in many applications,
ranging from virtual visits of historical buildings, to game and
entertainment, to risk analysis in partially collapsed buildings.
Existing systems for building 3D representation of environ-
ments have been developed at different scales: city, buildings,
indoor environments, objects, presenting many differences in
the sensors and in methods used to acquire data, in the
techniques used to process the data, and in the kind of result
computed.

Many different sensors have been used for data acquisition.
Cameras are the main sensors, since they provide images
that contain a very high amount of information: geometry
of the scene, colors, textures, etc. However, these data are
very difficult to analyze, since Computer Vision problems are
still very challenging in real, unstructured environments. To
retrieve information about the geometry of the environment,
2D and 3D Laser Range Finders (LRF) are very useful since
they provide very precise measurements of the environment.
In fact, mapping 2D or 3D environments with LRF has been
an active research topic in the last year (this problem is also
known as Simultaneous Localization and Mapping (SLAM))
and many systems have been demonstrated to be very effective
in this task (specially for 2D environments). However, the use
of 3D Laser Scanners is very expensive, while using 2D LRF

978-1-4244-1569-4/07/$25.00 2007 IEEE.

mounted on pan-tilt unit allows for scanning 3D data, but it
requires some time due to the movement of the sensor.

In this paper we propose a solution for a special case of
3D SLAM, that is mapping environments that are formed
by multple planar areas (e.g., a multi-floor building). This
problem can be effectively solved by decomposing 3D SLAM
in two parts: 1D SLAM (to detect the number of planes and
cluster sensor readings according to such planes) + 2D SLAM
(to build many planar maps). Subsequently, for each pair of
adjacent 2D maps, visual odometry techniques are used to
determine their displacement, allowing to generate a metric
multi-level map of the environment.

The approach described here has been tested on an au-
tonomous robot equipped with a 2D laser range finder, a stereo
vision system, and an inertial movement unit.

The paper is organized as follows. Section II describes
related work and compares our approach with previous re-
search in this field. Section III presents an overview of the
proposed system, while Sections IV describes the proposed
solution to multi-level mapping. Section V shows some results
of the proposed system, and, finally, Section VI draws some
conclusions and presents ideas for future work.

II. RELATED WORK

Several approaches have been presented for 3D environment
reconstruction, using different sensors (cameras, sterco cam-
eras, multiple 2D LRF, 3D LRF, and combinations of them).
For example, [1] use active stereo vision for building a 3D
metric map of the environment, [2], [3] use two orthogonal 2D
LRF to build 3D maps of indoor and outdoor environments,
while [4] use a 2D LRF mounted on a tilt unit that is able
to acquire a very precise 3D scan of the environment with
a relative cheap sensor, but it requires a higher acquisition
time due to the rotation of the laser. The generation of large
3D maps of portions of a city is considered in [3]; data
acquisition is performed through a truck equipped with a
horizontal 2D laser scanner (for localization), a wide angle
camera and a vertical 2D laser scanner for reconstructing the
building’s facades. Obstacles, such as trees, cars or pedestrians,
are removed considering their relative depth, while holes
in the facades arising from the presence of obstacles and
from the presence of specular surfaces, are filled through
interpolation. The localization was achieved with the help of
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